
The EU AI Act: An 
Introduction
The European Union's Artificial Intelligence Act represents a landmark 

regulatory framework designed to govern the development, 

deployment, and use of AI systems across all member states. As the 

world's first comprehensive AI regulation, it aims to establish clear 

standards for trustworthy artificial intelligence while fostering 

innovation.

This framework introduces a risk-based approach that categorises AI 

systems according to their potential impact on society, with 

corresponding obligations for developers and users. Understanding 

its implications is essential for businesses and organisations 

operating within or engaging with the European market.
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What is the EU AI Act?

World's First Comprehensive 
AI Regulation

The EU AI Act creates a legal 

framework that covers the 

development, marketing, and use 

of artificial intelligence systems 

within the European Union. It 

establishes clear rules for all AI 

applications based on their 

potential risks, setting a global 

precedent for AI governance.

Promoting Trustworthy AI in 
Europe

The regulation aims to ensure AI 

systems used in the EU are safe, 

transparent, ethical, and respect 

existing laws and EU values. By 

creating clear guidelines, the Act 

fosters an environment where 

innovative AI can flourish while 

maintaining fundamental rights 

and safety standards.

Harmonised Approach 
Across Member States

The Act establishes unified rules 

applicable throughout all 27 EU 

countries, creating regulatory 

certainty for businesses and 

consistent protection for citizens 

regardless of where they live 

within the Union.



Timeline and Entry into Force

The EU AI Act follows a structured implementation timeline, giving stakeholders time to adapt to the new regulatory framework.

1

Development and Approval

April 2021 - Early 2024: The EU AI Act was proposed by the 

European Commission in April 2021, negotiated through the EU 

legislative process, and finally approved by the European 

Parliament and Council in early 2024 after extensive 

stakeholder consultation.

2

Entry into Force

1 August 2024: The regulation officially enters into force, 

marking the beginning of the transition period. From this date, 

certain provisions, particularly those related to prohibited AI 

practices, become immediately applicable.

3

Full Applicability

2 August 2026: The majority of the Act's provisions will become 

fully applicable, giving businesses and organisations a two-year 

transition period to adapt their AI systems and processes to 

comply with the new requirements.



Risk-Based Approach

1

Unacceptable Risk

Completely prohibited AI applications

2
High Risk

Strict regulatory requirements

3
Limited Risk

Transparency obligations

4
Minimal Risk

Few or no obligations

The EU AI Act adopts a tiered approach to regulation, with requirements proportionate to the level of risk posed by each AI system. This innovative 

framework ensures that higher-risk applications face more stringent oversight while allowing low-risk innovations to develop with minimal barriers.

The highest tier addresses AI systems that pose unacceptable risks to fundamental rights, which are outright prohibited. High-risk systems must meet 

strict requirements before market entry. Limited-risk applications must meet transparency obligations, while minimal-risk systems face virtually no 

restrictions under the Act.



Prohibited AI Practices

Social Scoring by Governments

Systems that evaluate or classify 

individuals based on social behaviour 

or personal characteristics for general 

purposes by public authorities are 

prohibited, as they fundamentally 

undermine human dignity and may 

lead to discriminatory outcomes.

1

Manipulation of Human 
Behaviour

AI designed to manipulate persons 

through subliminal techniques or by 

exploiting vulnerabilities due to age, 

disability, or social/economic situation in 

ways that cause harm is banned to protect 

human autonomy.

2

Real-time Remote Biometric 
Identification

The use of real-time remote biometric 

identification systems in publicly 

accessible spaces for law enforcement 

purposes is generally prohibited, with 

narrowly defined exceptions for specific 

serious crimes.
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High-Risk AI Systems

Critical Infrastructure

AI systems used in managing essential services such as water, gas, electricity, and transportation networks are classified as 

high-risk due to their potential impact on public safety and the functioning of society.

Education and Vocational Training

Systems that determine educational access or assess students face heightened scrutiny because of their profound impact 

on individuals' life opportunities and educational trajectories.

Employment and Personnel Management

AI applications in recruitment, promotion decisions, or performance evaluation are considered high-risk given their 

potential to affect livelihoods and perpetuate discrimination in the workplace.

Access to Essential Services

Systems determining access to healthcare, financial services, public benefits, or legal assistance are classified as high-risk 

due to their direct impact on individuals' fundamental rights and basic needs.



Requirements for High-Risk AI
Risk Management System

Providers must implement a comprehensive risk management process 

throughout the entire lifecycle of high-risk AI systems, continuously identifying, 

evaluating and mitigating potential risks.

Data Quality and Governance

Training, validation, and testing datasets must be relevant, representative, free 

from errors, and complete. Proper data governance practices must be 

established to address potential biases and ensure data protection.

Technical Documentation

Detailed documentation must be maintained to demonstrate compliance 

with all requirements, including system architecture, algorithms, training 

methodologies, and performance metrics.

Transparency and Information Provision

Users must be provided with clear instructions, including the system's 

capabilities, limitations, and intended purpose. Human oversight 

measures must be implemented to prevent or minimise risks.



Transparency Obligations

Labelling of AI-
Generated 
Content

Providers of 

generative AI systems 

must clearly disclose 

that content is 

artificially generated 

or manipulated. This 

requirement applies to 

text, audio, images, 

and video, ensuring 

users can distinguish 

between human and 

AI-created materials.

Disclosure of AI 
Interaction

When humans interact 

with AI systems such 

as chatbots, they must 

be informed they are 

not communicating 

with another human. 

This ensures 

transparency in 

human-machine 

interactions and 

prevents deception.

Deep Fake 
Disclosure

Systems that generate 

or manipulate image, 

audio, or video 

content that 

appreciably resembles 

existing persons, 

objects, or events 

must clearly indicate 

the content has been 

artificially generated, 

protecting against 

misinformation.



Rules for Generative AI

EU Copyright Compliance

Developers of generative AI models 

must adhere to EU copyright law 

when training their systems. This 

includes respecting the rights of 

copyright holders and obtaining 

proper licensing for training 

materials where required.

The Act incentivises the use of high-

quality, legally obtained datasets and 

promotes fair compensation for 

creative works used in AI 

development.

Training Data Disclosure

Providers must publish summaries of 

the content used to train generative 

AI models. This transparency 

requirement helps identify potential 

biases in training data and provides 

insight into the system's capabilities 

and limitations.

Technical documentation must 

detail data sources and collection 

methodologies to enable proper 

assessment of the system's outputs.

Prevention of Illegal Content

Generative AI systems must be 

designed with safeguards to prevent 

the generation of illegal content. 

This includes implementing 

technical measures to prevent 

outputs that violate EU law or 

fundamental rights.

Providers must demonstrate they 

have taken reasonable steps to 

mitigate risks of generating 

prohibited materials or perpetuating 

harmful stereotypes.



Governance Structure

European AI Office

Established under Article 56 of the AI Act, this specialized body 

within the European Commission coordinates implementation 

across all 27 member states. It maintains the EU database of high-

risk AI systems, issues technical guidance on compliance 

requirements, and can request information directly from AI 

providers when investigating potential violations.

AI Board

This formal decision-making body consists of one high-level 

representative from each national supervisory authority. The 

Board meets quarterly to review cross-border cases, votes on 

harmonized interpretations of the regulation, and has authority to 

issue formal opinions that national authorities must consider 

when making enforcement decisions.

Scientific Panel

Composed of 15 independent experts appointed through a public 

selection process, this panel evaluates technical standards for AI 

systems, assesses emerging risk models, and provides peer-

reviewed reports on frontier models like GPT-5 and Claude. 

Members serve 3-year terms and are selected based on 

demonstrated expertise in AI safety.

Advisory Forum

This 50-member consultative body meets biannually and includes 

representatives from SMEs, large tech companies, digital rights 

organizations, and academic institutions. It provides formal input 

on implementing acts, conducts public consultations on 

technical guidelines, and helps identify administrative burdens 

that could be reduced without compromising safety.



Role of the European AI Office

1 Implementation and Enforcement

The AI Office serves as the central coordination point 

for implementing the AI Act across the EU. It 

develops guidance materials, technical standards, 

and enforcement protocols to ensure consistent 

application of the rules across all member states.

2 Monitoring of High-Risk AI Systems

The Office maintains a central EU database of high-

risk AI systems, monitoring their compliance and 

performance. It can investigate systems of particular 

concern and recommend enforcement actions when 

significant risks are identified.

3 Coordination with National Authorities

Working closely with AI regulators in each member 

state, the Office facilitates information exchange, 

provides technical assistance, and ensures 

harmonised interpretation of the regulation. This 

collaboration is essential for effective cross-border 

enforcement.

4 International Cooperation

The Office represents the EU in international 

discussions on AI governance, working with global 

partners to promote regulatory compatibility and 

advocating for European values and standards in 

international AI development.



Sanctions for Non-Compliance

The EU AI Act establishes a robust enforcement mechanism with significant penalties for non-compliance. For the most serious violations involving prohibited AI practices, companies can 

face fines of up to €35 million or 7% of global annual turnover, whichever is higher.

The severity of sanctions is proportionate to the nature and gravity of the infringement, with consideration given to intentionality, previous violations, cooperation with authorities, and 

measures taken to mitigate harm. National enforcement authorities have investigative powers and can order corrective actions or removal of non-compliant AI systems from the market.



Promotion of Innovation

AI Regulatory Sandboxes

Controlled environments established 

by member states where innovative AI 

systems can be developed and tested 

under regulatory supervision. These 

sandboxes provide a safe space for 

experimentation while ensuring 

compliance with the Act's core 

requirements.

Support for SMEs and Startups

The Act includes specific provisions 

to reduce the regulatory burden on 

smaller companies. This includes 

simplified compliance procedures, 

prioritised access to sandboxes, and 

dedicated support through Digital 

Innovation Hubs specialized in AI.

Promoting AI Development in 
Europe

The regulatory framework is designed 

to work alongside EU funding 

programmes for AI research and 

innovation. By creating a clear and 

predictable legal environment, the 

Act aims to attract investment while 

ensuring AI development aligns with 

European values.



Impact on Businesses

Compliance Assessment

Inventory AI systems and evaluate risk 

categories

1
Implementation

Update systems and processes to meet 

requirements2

Documentation

Maintain evidence of compliance
3

Monitoring

Ongoing oversight and risk management

4

Businesses deploying AI systems within the EU face significant compliance responsibilities under the Act. Providers must conduct thorough risk 

assessments, implement appropriate safeguards, and maintain extensive documentation demonstrating compliance with all applicable 

requirements.

Users of high-risk AI systems also have obligations, including ensuring human oversight and monitoring for unexpected results. Companies will 

need to review and potentially modify their business models, product development processes, and data governance practices to align with the new 

regulatory framework.



Global Impact

1
Brussels Effect

Global regulatory influence through market access

2
De Facto Standards

Companies adopting EU requirements worldwide

3
International Benchmark

Reference point for other jurisdictions

The EU AI Act is likely to have far-reaching effects beyond European borders, similar to the global impact of GDPR. Many international 

companies will find it more efficient to adopt a single compliance approach meeting EU standards rather than maintaining different 

systems for different markets.

Non-EU businesses seeking access to the European market of 450 million consumers will need to ensure their AI systems comply with the 

Act's requirements. This "Brussels Effect" may effectively establish EU standards as global benchmarks, influencing AI development 

practices worldwide and potentially inspiring similar regulatory approaches in other jurisdictions.



Criticism and Controversies

Innovation vs. Regulation 
Balance

Some industry stakeholders argue the 

Act imposes excessive regulatory 

burdens that could stifle innovation 

and place European companies at a 

competitive disadvantage compared 

to less regulated markets. Others 

contend the rules are necessary to 

build trust in AI systems.

The debate centers on whether the 

compliance costs outweigh the 

benefits of increased trust and 

standardisation, particularly for smaller 

companies with limited resources for 

regulatory compliance.

Definition Challenges

The Act's definition of AI has been 

criticised for being potentially too 

broad or too narrow. Some argue it may 

capture traditional software that 

shouldn't be subject to AI-specific 

regulation, while others worry it might 

not adequately address future 

technological developments.

Technical experts have debated 

whether the definition properly 

distinguishes between genuine AI 

systems and conventional algorithmic 

processes.

Competitiveness Concerns

Critics worry that stringent regulations 

could push AI innovation outside the 

EU to jurisdictions with lighter 

regulatory approaches. There are 

concerns about whether European 

businesses can remain competitive 

globally while bearing additional 

compliance costs.

Proponents counter that high 

standards will create competitive 

advantages through increased trust 

and reliability in EU-developed AI 

systems.



Next Steps

1

Guidelines and Standards Development

The European Commission, in collaboration with standards organisations and 

industry stakeholders, will develop detailed technical specifications and 

harmonised standards. These will provide concrete guidance on how to meet 

the Act's requirements for different types of AI systems.

2

Governance Structure Establishment

The European AI Office, AI Board, and other governance bodies will be 

formally established and staffed. Member states will designate national 

competent authorities responsible for implementation and enforcement 

within their jurisdictions.

3

Business Preparation

Companies developing or using AI systems will need to assess their current 

applications, implement compliance programmes, and potentially redesign 

systems to meet the Act's requirements before full applicability in 2026.



Comparison with Other Regulations

Aspect EU AI Act US Approach Chinese Approach

Regulatory Style Comprehensive, binding 

legislation

Sectoral, voluntary 

guidelines

Centralised state control

Focus Risk-based framework 

protecting rights

Innovation with limited 

intervention

National security and social 

stability

Enforcement Significant penalties, 

regulatory bodies

Limited, sector-specific 

enforcement

Strong government 

oversight

The EU's approach to AI regulation draws inspiration from GDPR's comprehensive framework but applies a risk-based 

methodology specific to AI challenges. Unlike the more fragmented US approach, which primarily relies on existing sectoral 

regulations and voluntary guidelines, the EU Act creates a unified horizontal framework applicable across all sectors.

China's approach emphasises centralised state control and national security considerations, with particular focus on algorithmic 

recommendations and content generation. The differences highlight varying priorities: fundamental rights protection in the EU, 

innovation and market freedom in the US, and stability and security in China.



Opportunities of the EU AI Act

Strengthening Trust in AI

By establishing clear requirements for 

transparency, accountability, and human 

oversight, the Act aims to build public 

confidence in AI systems. This trust is 

fundamental to widespread adoption and 

acceptance of AI technologies across 

society and the economy.

Promoting Ethical AI 
Development

The regulatory framework encourages the 

development of AI systems that respect 

fundamental rights, prevent discrimination, 

and operate in accordance with European 

values. This ethical foundation may create 

more sustainable and socially beneficial AI 

applications in the long term.

EU as Global Standard-Setter

As the first comprehensive AI regulation 

worldwide, the Act positions the EU as a 

leader in establishing global standards for 

trustworthy AI. This influence may allow 

European values to shape AI governance 

internationally while creating a competitive 

advantage for EU-compliant solutions.
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Conclusion and Outlook

The EU AI Act represents a landmark development in the global governance of artificial intelligence. By establishing a comprehensive risk-based framework, it aims to ensure AI systems in 

Europe are safe, transparent, and respectful of fundamental rights while still enabling innovation and technological progress.

As the regulatory landscape for AI continues to evolve globally, the Act will likely serve as a reference point for other jurisdictions developing their own approaches. Its success will depend 

on effective implementation, appropriate enforcement, and the ability to adapt to rapidly advancing technology.

For businesses and organisations, preparing for compliance now will be essential to navigate this new regulatory environment successfully. The coming years will reveal whether the EU has 

struck the right balance between protecting citizens and fostering European leadership in responsible AI development.
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